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Scenario

Sun StorEdge™ Rapid Restore can be used as a quick and efficient method for minimizing the potential of data loss and expediting the restoration of business to normal. With Sun StorEdge Rapid Restore, customers do not wait for the lengthy tape restores to finish before bringing their business back online. Sun StorEdge Rapid Restore utilizes a point in time data copy for the recovery of data. Production is back online as soon as the recovery process is initiated, which typically takes a few seconds.

The point in time image can also be used to push the data out to tapes, which in turn makes it possible to perform tape backups without bringing the production environment down.

Current Method Used for Restoration

Tape backup has long been the tool of choice to prevent data integrity problems. Problems such as lost files, mismanaged data, and operator errors have usually been solved by tape restoration. After normal business hours, the information systems would be quiesced and tape backups would be performed nightly as batch jobs. The only requirements were that the tape backups be accurate and complete before the next business day.
The problem with tape backup today is that it does not fit into the “24 x 7” global business environment. Businesses can not afford any data unavailability. Combine the intolerance to data unavailability and the size of today’s information systems (typically from many gigabytes to terabytes and growing at enormous rates), tape backup is problematical at best as a solution.

Technology and cost reductions have offered alternative solutions to tape backup in the form of electronic vaulting and remote hot sites—both of which are considerably more costly in operation than in initial investment.

New Method Used for Sun StorEdge Rapid Restore

As leaders in storage solutions, Sun Microsystems, Inc. offers a software solution based on the Sun StorEdge™ Instant Image, Veritas NetBackup software, and Sun StorEdge Arrays and Tape Libraries. The frequency of snapshots (point-in-time copies) taken will depend upon several factors including: rate at which the data is charging, workload, and application usage. On read intensive data, which does not change too frequently, taking snapshot once or twice a day may suffice. If data changes frequently, and the work load allows for snapshots to be performed, it may be appropriate to take a snapshot every hour to two hours.

General Operational Issues

Operational procedures, automated or otherwise, will need to be established to employ the point-in-time copy technology. Deciding when the snapshots will occur, the frequency in which they will occur, as well as notifying the backup utility of when the snapshot is available are examples of operational issues that will need to be addressed.

In most cases, a point of data consistency needs to be reached before a point-in-time can be established. This is to help ensure that the snapshot image is logically consistent (i.e., you have not captured any incomplete transactions).

The general procedure used to create a point-in-time copy that can then be accessed by a backup utility is the following:

1. Ensure that the master data has reached a point of consistency and flush all data to the disk(s)
2. Create a point-in-time copy of the data
3. Resume the master data application
4. Backup the point-in-time copy
5. Resynchronize the point-in-time copy with the master data when necessary

Configuration Details

This paper discusses using the Instant Image software to make a point-in-time copy of application data for backup and restore by Veritas NetBackup. The following table illustrates the configurations used:

<table>
<thead>
<tr>
<th>Applications</th>
<th>Interfaces</th>
<th>Hardware</th>
<th>Operating System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle</td>
<td>File systems</td>
<td>Sun Enterprise™ Server models ES4x00 to ES6x00, ES10000</td>
<td>Solaris™ 2.6 and 2.7 Operating Environment</td>
</tr>
<tr>
<td>Veritas NetBackup</td>
<td>Raw</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Terminology

- Master Volume—A physical/logical disk device that contains the original information for a particular application or suite of applications.
- Shadow Volume—A physical/logical disk device that contains the changed point-in-time data or full image of the original master volume.
- Bitmap—A file or physical disk partition used by Instant Image software to maintain the current state of the data between the Master and Shadow Volumes.
- Independent Copy—A completed independent copy is an identical copy of the point-in-time Master Volume (that is, a copy of the Master Volume when the image was taken) stored on the Shadow Volume. Once it is established, an independent Instant Image operation starts a block copy operation from the Master Volume to the Shadow Volume as a background process. While copying is in progress, the Instant Image software treats accesses to the Shadow Volume as if the Shadow Volume is a dependent image.
- Volume Pair—A volume pair consists of the Master Volume and its related Shadow Volume. Each volume pair is supported by one Bitmap. You can create as many volume pairs as necessary; the Instant Image software is only limited by your amount of available storage.

▼ To Setup Sun StorEdge Rapid Restore for a File system

This section describes the steps which need to be performed to establish a point-in-time copy of the production data. Before getting started, make sure you are logged in as the root user or superuser.
1. Edit the /etc/opt/SUNWspsv/sv.cf file and add an entry for the disks/volumes that are required for Sun StorEdge Rapid Restore.

2. Type “svadm -r” so that the disks and/or volumes in the sv.cf become available for Sun StorEdge Rapid Restore.

3. Create a Bitmap file or logical volume to store the state of the Instant Image volume pair. If it is not correctly sized, the Instant Image initialization process will fail. The correct size is 8-Kbyte for a header plus 8-Kbytes for every 1 Gbyte of the Master Volume.

   ```
   mkfile size_of_file /name_of_file
   mkfile 32k
   ```

   **Note** – Make sure you create the bitmap file on a file system that is required for Solaris operation.

4. To insure data accuracy, put a write lock on the file system using `lockfs`. This is for the master volume.

   ```
   /usr/sbin/lockfs -w /file_system_name
   ```

5. Establish the Instant Image point in time copy.

   ```
   iiadm -e ind master shadow bitmap
   iiadm -e ind /dev/rdsk/cXtXdXsX /dev/rdsk/cXtXdXsX /bitmaps
   iiadm -e ind /dev/vx/rdsk/<namedg>/<name master vol.> /dev/vx/rdsk/<namedg>/<name shadow vol> /bitmaps
   ```

   **Note** – Make sure that the shadow is unmounted when establishing the point in time copy. Once the point in time process has been initiated, the shadow can be mounted right away.

   **Note** – You would only establish the Instant Image volume pair once using the `-e` option.
6. To keep the shadow copy updated with the master data, execute the following command as often as required:

\[
\text{iiadm -u s shadow_volume}
\]

**Note** – You can establish as many volume pairs as you need. The Instant Image software is only limited by your amount of available storage.

▼ To Rapidly Restore File Systems from the Shadow

In the event of a production data failure due to data corruption or disk failures, data can be rapidly restored from the point in time image. To do this:

1. Replace the failing component if its a hardware problem or create a new file system if the problem was file system corruption.

   **Note** – The file system may be repairable with `fsck`, use your judgement to repair or create new.

2. Make sure that the master in the Instant Image volume pair is unmounted.

3. Execute the Instant Image copy command which will copy data from the shadow onto master.

\[
\text{iiadm -c m shadow_volume}
\]

**Note** – As soon as the Instant Image copy command has been executed, the master volume can be mounted and can be made accessible for production use.

▼ To Backup File Systems from Shadow to Tape

Following is the data backup procedure to a tape drive/library using Veritas NetBackup software.
1. Mount the shadow image of the file system at a mount point. For Example: 
   `/shadow`.

2. Start the Veritas NetBackup GUI by typing the following command:

   ```bash
   /usr/openv/netbackup/bin/xnb&
   ```

3. Once the Veritas NetBackup GUI comes up, click on “Backup Management” icon. This will bring up the “Netbackup Administration” window on the screen.

4. Setup a Class for the file system that you wish to backup. In our case, it is the shadow image that needs to be backed up, and is mounted at `/shadow`. To create a Class, from within the “Netbackup Administration” window, go to:
   Actions -> New -> Class

   a. Assign the class name, for example: `shadow_backup`, and then click on the O.K. button. This will bring up a new window on the screen with the title “Changing Class shadow_backup”. In this window setup the “attributes” appropriately and then apply them.

   b. Next setup the “Clients”, the name of the host from where data needs to be backedup.

   c. Next setup a schedule to automate the backup process.

   d. Lastly, setup “Files”, specify the absolute path of the file system that needs to be backed up. For example: `/shadow`.

   The above steps will setup a “Class” for the automatic backup of data according to the schedule. To initiate a backup manually, continue with the following steps:

5. In the main window of “NetBackup Administration”, select the defined Class. For example `shadow_backup` in our case. Click the right mouse button on the highlighted Class, which will bring up a pull down menu. Select manual backup. A window with the title “Manual Backup of Class <class name>” will come up on the screen. Choose the schedule and the client that you want to perform the backup of, and click on the O.K. button.

6. To verify the backup activity, From the main window of Veritas NetBackup, click on “Activity Monitor” icon.

   This displays the activity of the current backup in progress.
To Restore File Systems From Tape

In the event of a failure of both the master and the shadow images of the data, the data can be restored from the tape using the tape backup and restore software. The following is the data restore procedure from a tape drive/library using Veritas NetBackup software.

1. After replacing the failed disk/s and the creation of a new file system on disk/volume, mount the file system where data needs to be restored.

2. Launch the Veritas NetBackup GUI by typing the following command:

```
/usr/openv/netbackup/bin/xnb&
```

3. In the main menu of the Veritas NetBackup window click on “User Backup and Restore”. A window with the title “Xbp” will appear on the screen. In the Xbp window under “Directory to Search”, specify the search path for the data that needs to be restored.

4. In the Xbp window, click on “File” on the top of the screen in the drop down menu list. In the “File” menu click on “Browse Backup (restore)” to look for the backup image that you wish to restore.

5. After choosing the backup image that you wish to restore, and high lighting “Directory Structure” and “Files” of the chosen image in the Xbp window, click on “Restore” from the drop down menu, and select “Specify alternate Path”. An “Xbp_altpath” window appears.

   In “Restore From” field specify the mount point that was used to backup the data. In our case it was `/shadow`. In the “Restore To” field specify the mount point where you wish to restore data. In our case, I would like to restore it to the master disk/volume. If the mount point for the master disk/volume was `/master`, then this is what I will specify in the “Restore To” field of the “Xbp_altpath” window, and click on the O.K. button at the bottom.

6. Next, in the Xbp window, from the pull down menu choices, click on “Restore”, and then click on “Restore selected files and directories”. The “Xbp_confirm” window will appear. Click on O.K. in this window to continue with the restore of data.

7. To view the restore progress, in the Xbp window, from the pull down menu choices, click on “Restore”, and select “Report progress of restore”.


▼
To Setup Sun StorEdge Rapid Restore for Oracle Application Database

1. Edit the /etc/opt/SUNWspsv/sv.cf file and add an entry for the disks/volumes that are required for Sun StorEdge Rapid Restore.

2. Type “svadm -r” so that the disks and/or volumes in the sv.cf become available for Sun StorEdge Rapid Restore.

3. Create a Bitmap file or logical volume to store the state of the Instant Image volume pair. If it is not correctly sized, the Instant Image initialization process will fail. The correct size is 8-Kbyte for a header plus 8-Kbytes for every 1 Gbyte of the Master Volume.

   ```
   mkfile size_of_file / name_of_file
   mkfile 32k /bitmaps
   ```

   **Note** – Make sure you create the bitmap file on a file system that is required for Solaris operation.

   **Note** – If you choose to use a raw disk for bitmaps, then assign a slice to bitmaps with appropriate size.

4. Perform the following to take a hot snapshot of Oracle.

   a. Put the Master database in archive mode via:

   ```
   svrmgrl <<!
   connect internal;
   shutdown immediate;
   startup mount;
   alter database archivelog;
   alter database open;
   ```
b. The database is then put into backup mode via:

```sql
svrmgrl system/manager <<!
SELECT tablespace_name, file_name FROM sys.dba_data_files;
!svrmgrl system/manager <<!
connect internal;
alter tablespace system begin backup;
alter tablespace tablespace1 begin backup;
```

**Note** – Enabling of instant Image volume pair is required only the first time. Once the pair is established, you will use the Instant Image update command to keep the shadow database in synchronization with master database.

5. Use the following command to perform the update:

```bash
iiadm -e ind /dev/rdsk/cXtXdXsX /dev/rdsk/cXtXdXsX /bitmap
iiadm -e ind /dev/vx/rdsk/cXtXdXsX /dev/vx/rdsk/cXtXdXsX /bitmap
(How big do these need to be? Same size as master? Can they be larger? Can they have different disk geo?)
```

**Note** – Make sure that the shadow disk/volume is unmounted when the `iiadm` command is executed. After the `iiadm` command has been executed, the shadow can be mounted, immediately.

6. Take the database out of backup:

```bash
alter tablespace tablespace1 end backup;
alter tablespace system end backup;
archive log list;
```

All of the above will be done from within a script.
To Rapidly Restore a Database from the Shadow

In the event of a production database failure due to database corruption or disk failures, data can be rapidly restored from the point in time image. To do this:

1. Replace the failing component if its a hardware problem or create a new file system if the problem was file system corruption (When you use file systems for databases).
2. Make sure that the master in the Instant Image volume pair is unmounted.
3. Execute the Instant Image copy command which will copy data from the shadow onto master.

```
iiadm -c m shadow_volume
```

**Note** – As soon as the Instant Image copy command has been executed, the master volume can be mounted and can be made accessible for production use.

To Backup an Oracle Database from Shadow To Tape

Following is the procedure to backup database on to a tape drive/library using Veritas NetBackup software.

1. Mount the shadow image of the database on a mount point, if the database is on a file system. For Example: /shadowdb. Do not start the database.
2. Start the Veritas NetBackup GUI by typing the following command:

```
/usr/openv/netbackup/bin/xnb&
```

3. Once the Veritas NetBackup GUI comes up, click on “Backup Management” icon. This will bring up the “Netbackup Administration” window on the screen.
4. Setup a Class for the database that you wish to backup. In our case, it is the shadow image that needs to be backedup, and the database is mounted at /shadowdb. To create a Class, from within the “Netbackup Administration” window, go to: Actions -> New -> Class
a. Assign the class name, for example: `shadowdb_backup`, and then click on the O.K. button. This will bring up a new window on the screen with the title “Changing Class shadowdb_backup”. In this window setup the “attributes” appropriately and then apply them.

b. Next setup the “Clients”, the name of the host where the database resides and needs to be backed up from.

c. Next setup a schedule to automate the backup process.

d. Lastly, setup “Files”, specify the absolute path of the database that needs to be backed up. For example: `/shadowdb`.

The above steps will setup a “Class” for the automatic backup of database according to the schedule. To initiate a backup manually, continue with the following steps:

5. In the main window of “NetBackup Administration”, select/highlight the defined Class. For example `shadowdb_backup` in our case. Click the right mouse button on the highlighted Class, which will bring up a pull down menu. Select manual backup. A window with the title “Manual Backup of Class <class name>” will come up on the screen. Choose the schedule and the client that you want to perform the backup of, and then click on the O.K. button.

6. To verify the backup activity, from the main window of Veritas NetBackup, click on “Activity Monitor” icon.

This will display the activity of the current backup in progress.

▼ To Restore an Oracle Database from Tape

In the event of a failure of both the master and the shadow images of the database, the data can be restored from the tape using the tape backup and restore software. The following is the database restore procedure from a tape drive/library using Veritas NetBackup software.

1. After replacing the failed disk/s and the creation of a new file system on disk/volume, if the database was installed on a file system, mount the file system where the database needs to be restored. If the database was installed on a raw disks, then do not create the file system.

2. Launch the Veritas NetBackup GUI by typing the following command:

```
/usr/openv/netbackup/bin/xnb&
```
3. In the main menu of the Veritas NetBackup window click on “User Backup and Restore”. A window with the title “Xbp” will appear on the screen. In the Xbp window under “Directory to Search”, specify the search path for the database that needs to be restored.

4. In the Xbp window, click on “File” on the top of the screen in the drop down menu list. In the “File” menu click on “Browse Backup (restore)” to look for the backup image that you wish to restore.

5. After choosing the backup image that you wish to restore, and high lighting “Directory Structure” and “Files” of the chosen image in the Xbp window, click on “Restore” from the drop down menu choices, and select “Specify alternate Path”. An “Xbp_altpath” window appears.

   In the “Restore From” field, specify the mount point that was used to backup the database. In our case it was /shadowdb. In the “Restore To” field specify the mount point where you wish to restore data. In our case, I would like to restore it to the master disk/volume. If the mount point for the master disk/volume was /masterdb, then this is what I will specify in the “Restore To” field of the “Xbp_altpath” window, and click on the O.K. button at the bottom. Make sure that “Rename Hard Links” and “Rename Soft Links” option are checked.

6. Next, in the Xbp window, from the pull down menu choices, click on “Restore”, and then click on “Restore selected files and directories”. The “Xbp_confirm” window will appear. Click on O.K. in this window to continue with the restore of database.

7. To view the restore progress, in the Xbp window, from the pull down menu choices, click on “Restore”, and select “Report progress of restore”.

---

**Conclusion**

Sun StorEdge Rapid Restore can be used as a fast and efficient method for minimizing the potential of data loss and expediting the restoration of business to normal. Rapid restore uses a point in time data copy for the recovery of data. Production can be back online as soon as the recovery process is initiated, which can take as little as a few seconds.

The point in time image can also be used to push the data out to tapes, which in turn makes it possible to perform tape backups without bringing the production environment down.
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