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BluePrint for Benchmarking Success

This article provides guidelines for anyone who is assembling a benchmark and expecting to get information back that will help make a decision on which computer to buy. Benchmarking is expensive in both currency and people time. If the benchmark is not well-defined, it is a waste of time for both the customer and the computer vendor.

When defining a benchmark, the person assembling it must consider many things to complete the benchmark successfully. This article groups these items in four categories—goals, practicality, commitment, and rules.

This article contains little specific technical information. The information presented is not Sun-specific. It discusses how the customer can be successful at benchmarking any vendor’s hardware and software.

The audience for this article is project managers who are charged with benchmarking their compute environment on one or more computer vendor’s platforms and Sun™ system engineers who are working with a customer or prospect to define a benchmark.

This article covers the following topics:

- Goals
- Commitment
- Practicality
- Define the Rules
  - Software
  - Hardware
- Types of Runs
- Reporting
- Questions
- Summary
- Checklist
The Situation—You have heard the sales pitches. You’ve read the marketing brochures. You’ve explored the vendor’s website. You’ve checked the industry standard benchmarks. You’ve talked with the references. Now you have decided that a benchmark is the next step to help determine the best vendor for your computing needs. How are you going to do it?

The Solution—This is a complex question that must be answered specifically for your compute environment. While you are planning your benchmark, you must determine the goals, practicality, commitment, and the rules. This article provides you with many items to consider to make the benchmark a success. Most of these items are non-technical, but some technical issues are mentioned. The differences between HPTC (High Performance and Technical Computing) and Commercial (database and related applications) benchmarking are stated where needed.

Goals

The results of the benchmark are not the only criteria for selecting a computer; they are just one of several criteria. What new information do you expect to learn from this exercise? What is the weight that this benchmark holds compared to other criteria in the decision making?

Why are you looking for new compute resources? Are your users complaining about response time? Are engineers idle waiting for analysis to complete? Are you expecting new projects to start up? What do you expect the workload to look like one month after installation? Six months? One year? Can the benchmark be used to simulate the workload you expect to see 18–24 months from now?

The benchmark must reflect the key usage of the computing resource to be filled with this purchase. Typically, you will not benchmark word processing or email applications on a workstation or Sun Ray™ appliance server. That information is available in various published white papers. But you may want to measure the response time of your particular application as it accesses your database on a remote server. Or you may want to determine if the typical engineering design for your organization can be analyzed overnight. If you multiply this by the number of users, will it represent your production environment?

Pretend that you are at the end of the benchmark. Are the results measurable? Can they be readily compared between vendors? A set of basic metrics can include and certainly are not limited to:

HPTC

- Raw CPU speed (MegaFlops)
Commitment

Running a benchmark to simulate some subset of your compute environment requires an investment on your part and on the part of the computer vendor who wants your business. There is the time commitment of your staff, computing resources, and, possibly, travel and per diem. The computer vendor will have similar commitments.

There may be some legal requirements. Talk to your legal department to establish what, if any, rules may be imposed on your benchmark and selection process by your government, state laws, and so forth; for example, European Union rules or the license to use a program that does not give you the right to redistribute it for a benchmark. The presence of such rules may impact your planning and execution of the benchmark process substantially.

You need to determine the part of your compute environment that you want to benchmark. This is not something that can just be thrown together. Planning is necessary.
Are any independent software vendor (ISV) codes required to run the benchmark? Due to business partnerships, the computer vendors most likely have access to the major database software, like Oracle® and DB2, and key HPTC applications, such as MSC.Nastran, FLUENT, and STAR-CD. The computer vendor may request your help in obtaining other licensed software necessary for your benchmark.

Do all of your ISV codes run on the computers built by the computer vendors? For Commercial benchmarks load generators written by ISVs are available for a fee. In general, benchmark centers do not have licenses for these. There are times when the database ISV will actively participate in the planning and execution of benchmarks.

Can the program or set of programs be extracted and run independently from the rest of the environment? The best way to test that is to stage and test it on its own in your own data center or lab. It does not really matter which computer or OS you use. Set aside a computer or two and disk space on an isolated network. Load a new OS. Load your benchmark. Does it run successfully? Does it measure what you intend? Write down what you did, every step. You will be doing this again at each computer vendor visit or you may have to write down the instructions carefully for someone else to follow. Measure the performance. Verify the results and write down how the results should be verified.

You have just run your own benchmark. How long did it take you to set up? How long is the run? Can you do that again in a reasonable amount of time?

This staging and testing step produces several key items:

- Validates that you are benchmarking the right thing
- Allows you to verify that you have all the components necessary to complete the benchmark successfully.
- Provides you with a reference to compare the computer vendors
- Provides a verification reference for the computer vendor
- Provides a performance reference for the computer vendor
- Defines your requirements for the computer vendor

Plan to hold several conference calls with the computer vendor's sales team and the benchmark team prior to the benchmark itself. These calls give everyone an opportunity to learn about the benchmark; what is required, what computer configurations are available, and what the goals are.

For commercial benchmarks, less often for HPTC benchmarks, you should plan to travel to the benchmark centers of each computer vendor. You know your benchmark and your applications best and can speedily install and run them. The computer vendor can set up the computer environment before you arrive based on the conference call planning sessions. The computer vendor will host you with experts who can tune the computer and perhaps even your application to perform optimally. Assemble a team of individuals whose skills are complementary, are familiar with the benchmark and are available to travel. Consider which days during
the benchmark you need the skills of each individual on the team. There is no point to having your Oracle application expert there while the database administrator is setting up the compute environment. You will need to pay your own travel and per diem expenses. Have individuals on call who are not traveling to consult with those who are to resolve any issues that arise.

If you are not traveling to the benchmark center to perform the benchmark yourself with assistance from the experts, the experts will run the benchmark based on your directions. They will have questions as the benchmark progresses. How do you want to answer them? You may want to have several people answer questions about parts of the benchmark that are in their area of expertise or you could have one person funnel the questions to the others. Supply names, phone numbers, email addresses and area of expertise for each person with the benchmark. You might also consider creating a website with benchmark information, downloads, FAQs, and so forth, as a way to communicate with the benchmark experts.

Practicality

While you are deciding the composition of the benchmark, use common sense. How practical it is to assemble and run? Are you willing to do it yourself?

It is not practical to expect that the computer vendor has 20 PCs to act as clients. It is not practical to expect the computer vendor to download three gigabytes of files from a website. It is practical to work with your computer vendors to use the resources that are available effectively.

Do not forget about confidentiality. Do you want to use real, sensitive, and proprietary data as part of the benchmark? If you will be using sensitive, proprietary data, have the computer vendor sign a non-disclosure agreement, unless there is one already in place. As part of the benchmark rules include a statement that all programs, applications, databases, data, and media should be removed, destroyed, or returned at the conclusion of the benchmark.

If you plan to travel to the benchmark center and run the test yourself, you will probably want to limit the benchmark test. Do you really want to ship off a benchmark team for a month to work on this when they need to do their usual jobs, too? Determine how long the tests will take. This is where that pre-staging in your own computer lab will tell you a lot.

How long does the benchmark take? Do runs that last just a few minutes or days make sense? When benchmarks complete too quickly (seconds) or take too long (a day), the opportunities for the computer vendor to tune the computer configuration and the application are limited due to the turnaround time. If you really have to
have long runs, include a shorter run that exhibits the same characteristics as the
longer run, so that the vendors can tune and showcase their computers quickly. Then
the long run can be made with the optimizations of the shorter one.

If you want to benchmark using a three terabyte database, where is the data coming
from? Tapes are not practical. Can you write a program to generate the data? When
making tapes of data, compress the files first. Writing and reading the tapes will be
much faster.

---

**Define the Rules**

Everyone will know what the benchmark is when you define in writing the
benchmark and its goals and rules. If you do not state them clearly and publicly,
you will be asked lots of questions or maybe none, with each computer vendor
creating their own rules. In the absence of information people will invent their own
to fill the gaps.

Clearly state what the main parts of the benchmark are, why these are included and
their respective objectives. What are the goals for each part of the benchmark? Is it
functionality? Performance? Portability?

How is each goal measured? Here are some ideas. For functionality, is the failover
within your allowable time? For performance, is 2x faster than your current compute
environment acceptable? State the current performance and what you expect from
your new system. For portability, what is your tolerance level?

What if your requirements are not met? Do not be overly restrictive in your
specifications, such as avoiding exact specifications of number of CPUs to be used in
fat SMP nodes for throughput tests. Keep your goal in mind, *not* a specific system
from a specific vendor you happen to know.

Everyone involved including your team and the computer vendor’s team must keep
in mind the definition and goals throughout the benchmark. It is easy to get
sidetracked by “It would be nice if we could...” Finish the benchmark and, if there is
time remaining, explore further.

If there are any confidentiality issues, state them in the rules. Computer vendors
may have a collection of benchmark reports available for internal use. If you do not
want a report of your benchmark as part of that collection, state that.
Software

What software is required to run this benchmark successfully?

Which operating system should be used? UNIX®? What tools do you want to use to monitor the compute environment? If you want to use more than the common UNIX tools like sar and vmstat, plan on providing them.

For an ISV code, if it is not a commonly available product like DB2 or ANSYS, identify how the computer vendor can get it or get a copy and license for them. Also indicate the version of the ISV product that should be used. Sometimes there are compatibility issues, particularly between major releases, so knowing the version saves time.

For database benchmarks, table layouts, queries, and middle ware must be identified and documented. To ensure that the tables are loaded correctly, can you provide a query that verifies this along with the correct results of that query?

Does your benchmark include programs that your staff has written? In addition to source code for all the programs, provide some documentation about the program, such as flowcharts and overall descriptions of the program and algorithms used. For every input data set include the corresponding output file(s). The computer vendor will use them to verify that the answers are correct on his computer. If the run time is on the order of hours, is there a smaller data set that shows the same characteristics as the longer one? The computer vendor’s optimization activity will be more successful if the runtimes are not excessive.

Once the computer vendor has your program, what is the vendor allowed to do with it? Can the vendor only make changes necessary to run it successfully (porting)? Can the benchmark expert rewrite parts of the program to improve performance? Can optimized libraries be used? Can directives (like OpenMP) be used? What about assembly code? Is that acceptable as an optimization technique? You probably do not want optimizations that are beyond the expertise of your users.

Hardware

Now that you have described the software environment, what about the hardware? Are you looking for large SMPS or a cluster of thin nodes? What are your availability and operational requirements? For the cluster, what kind of interconnect performance is needed? What is your expected data throughput for this application?
You probably have decided these points already, but, if you are not set on them, the benchmark can influence your decision. You may even solicit advice or 'best' solution from the vendors.

Are there any extreme memory requirements, say, for the performance of the SGA (shared global area) or for allocating scratch space as tmpfs (a memory-based file system)?

For many Commercial benchmarks, the disk configuration is more important for performance than the memory. How much disk space is required for the database? Will you need an online backup of the database to ease the restoration of the database in between runs? What are the requirements for a logging file system? For HPTC, how much space does your out-of-core solver need? What is the configuration of the disks: RAID 5, SAN, just a bunch of disks (JBOD)? Do you have a corporate standard for file systems like UFS or VxFS? If so, is that required in the benchmark? Then state that.

---

**Types of Runs**

The next step in defining the rules is to describe how the benchmark is to be run. The standard often used is one program or query at a time and then try adding processors to check the scalability. That is fine, but does that really simulate your compute environment? Does that make sense if each system only uses one or two processors and you plan on purchasing eight, or 24 or 72 or 102 processors where many programs are running in production? A throughput test may give better answers to your basic questions.

Throughput benchmarks vary depending on your compute environment. Get creative, but make it realistic. Is running the same exact query 20 times simultaneously really how your compute environment used? You need to set a goal, determine the components, and state how the components are started.

First, define a goal for the throughput test. Is the winner the one who completes the most number of runs within a specified time limit? Or is it the one who completes the suite of runs fastest?

Next, determine what the components of the throughput run are. How many processors should each component use? How many times should each component be run? If one of the components has a run time that is a lot longer than all of the others, the time of the throughout run will be the same as that long run. That does not demonstrate much about the computer under a load.
Now, how do you want the components started? Should they be started all at once or staggered? Do you want use a resource management system like Sun ONE™ Grid Engine software or Veridian's Portable Batch System or just let the operating system manage the scheduling? With a resource management system, the computer vendor will set it to run so that the processors are not oversubscribed. With the operating system doing the scheduling, the processors will be over-utilized, if more processors are needed than are available. How is this managed in your production environment?

Do you want the elapsed time for each component recorded? Are you interested in the system-wide CPU utilization, disk usage, and so forth for the duration of the throughput test? State what information you want so you get the same information from all the computer vendors.

What about vendors extrapolating to ‘future’ systems?

---

**Reporting**

Whether you are running the benchmark yourself or the computer vendor is, it is a good idea to set up a benchmark report template as part of the planning step. With a format to follow, consistent information is reported, which eases comparison. Make an annotated spreadsheet to fill in. What should be included in that template?

There should be an itemization of hardware and software configurations including versions actually used. Yes, you specified this earlier (see “Software”), but what if the computer vendor used a different version of Oracle or LS-DYNA? There are often feature and performance differences between versions and sometimes they just do not compare.

What metrics did you decide to use for each component of the benchmark? Is it CPU seconds, elapsed time reported in hours, minutes, and seconds, or is it number of runs completed per hour to name just a few? Identify each component in the template and spell out the metric clearly. Avoid metrics that are specific to one or a few vendors; stick to commonly available metrics.

Double-check that the template matches the rest of the document. There is nothing more confusing than one part of the rules stating one thing and another part contradicting that. Which is right? It leads to questions from every computer vendor.

The benchmark expert may have made changes to your scripts, programs, or setups as part of porting or optimization. Request that any modifications be included as part of the report. This could be in the form of the UNIX `diff` command or just a commentary. You decide what works best for you.
Are there any files that you would like back or to take with you perhaps to recheck the results later? Identify them and the media that you will accept. CDs and 4mm DDS4 tapes are the current technology. Maybe even ftp to an anonymous FTP server will suffice. Give that information. Avoid requesting massive amounts of data to be returned unless necessary for your verification of correct results.

Questions

Earlier in “Commitment” the matter of answering questions was discussed. What did you decide? Explain how you want to answer questions as part of the rules, and which external rules you have to follow, if any (for example, European Union rules).

Summary

Thoroughly planning a benchmark is key to its success. The items covered herein have been gathered from years of benchmarking experience on a variety of computers and operating systems. The guidelines are the same across them all. Good luck with your benchmark, should you decide to accept the challenge.
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CHECKLIST

You can use the following checklist to verify that you have defined the rules for the benchmark you are about to embark on.

- Purpose
- Goals
- Confidentiality
- Software
  - Documentation
  - Operating system
  - ISV Codes including the version
- Source
  - Own code
  - Include small and large data sets
  - Include reference output or verification for each data set
- Tablespace
- Queries
  - As is—no changes, except for porting
  - Optimizations—what is allowed
- Performance
  - Current
  - Target
■ Hardware
  ■ Disk requirements—quantity, RAID level
  ■ Memory
  ■ CPUs
  ■ Large SMPs or a thin node cluster
■ Types of runs
  ■ Standalone
  ■ Scaling
  ■ Throughput mix
  ■ Rules for the runs
■ Reporting
  ■ Report matrix
    ■ Configuration(s)
      ■ Hardware
      ■ Software—include versions
    ■ Performance metrics
      ■ Modifications to scripts, code, queries for porting and optimization
      ■ Extrapolations
  ■ Files, including output files, and other information to be reported
  ■ How to answer incoming questions